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AHHOTANMUSA

B cratbe paccmaTpuBaeTCs UCMOJIb30BAHUE HEMPOHHBIX CETEH IS aHAJIM3a TEKCTOB B
3aa4ax 00pabOTKH €CTECTBEHHOTO S13bIKa M CCHTUMEHT-aHann3a. Onrucanbl OCHOBHBIC
aApPXUTEKTYPhI, BKJIIOYAs TOJHOCBSI3HBIC CETH M PEKYPPECHTHBIC HEHPOHHBIE CETH
(RNN), a Takke ux mnpeumyiiecTBa u orpanuuyeHus. Oco0oe BHUMaHHE YJEICHO
nepexoay oTr oOpabOTKM TEKCTa Kak Habopa HE3aBUCHUMBIX IPU3HAKOB K YUYETY
MOCJIEIOBATEILHOCTH CJIOB M KOHTEKCTA, YTO TO3BOJISIET O0Jiee TOYHO MOJICTUPOBATH
CMBICTT U SMOITMOHAIBHYIO OKpacKy TeKcTa. PaccMaTpuBaroTCss MEXaHU3MBI CKPBITHIX
COCTOSIHMM, TPOOJIEMBl 3aTyXaloIIMX M B3PBIBAIONIUXCS TPAJUCHTOB, a TaKKe

apxutekTypbl LSTM u GRU m1s1 paGoThI C 10ATOCPOYHBIMU 3aBUCUMOCTSIMHU.

KiroueBble cjioBa: HEHpOHHbIE ceTH, 00pabOTKa TEKCTOB, MOJHOCBS3HBIE CETH,
pekyppenTHble HelpoHHble ceth, LSTM, GRU, NLP, cenTumMeHnT-aHanus, KOHTEKCT

CJIOB, ITIOCJICAOBATCIIBHOCTD TCKCTA
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Abstract

This section discusses the use of neural networks for text analysis in natural language
processing and sentiment analysis tasks. The main architectures, including fully
connected networks and recurrent neural networks (RNN), as well as their advantages
and limitations, are described. Special attention is given to the transition from
processing text as a set of independent features to considering the sequence and context
of words, enabling more accurate modeling of text meaning and sentiment. Hidden
state mechanisms, vanishing and exploding gradient problems, as well as LSTM and

GRU architectures for long-term dependencies, are also discussed.

Keywords: neural networks, text analysis, fully connected networks, recurrent neural

networks, LSTM, GRU, NLP, sentiment analysis, word context, text sequence

COBpeMeHHLIe MCTOAbI aHalIn3a TCKCTOB AKTHMBHO MCIIOJIB3YIOT HeﬁpOHHBIe
CCTH, KOTOPLIC CIIOCOOHBI BBISBJIATH CIOKHBIE 3aBHCHMOCTHU MCXKAY CJIOBaMHM H
(bpaSaMI/I, YUUTBIBATh KOHTCKCT U CCMAHTHKY TCKCTA. B 3aJadax CCHTUMCHT-aHaJlu3a

u 00paboTku ectectBenHoro si3pika (Natural Language Processing, NLP) ueiipoceTu
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ITO3BOJIAIOT KJ'IaCCI/I(bI/ILII/IpOBaTL TCKCTbI, BBLIACIATH OMOLMOHAIBHYIO OKpPACKy H

W3BJICKATh 3HAYMMBIE XapaKTEPUCTUKU U3 MOCIIen0BaTeNbHOCTEN cioB [1; 2; 3; 4; 5].

OcHoOBHasi uJied NPUMEHEHHS] HEWpoceTel 3aKJII0YaeTcs B TOM, YTO TEKCT,
Npe/ICTaBICHHbIN B IUPPOBOM BUE (BEKTOPU30BAHHBIN ), MOXKET ObITh MOJaH HAa BXO]I
CETH, KOTOpas 3aTeM 00y4aeTCs BBISIBIISITH 3aKOHOMEPHOCTH U JIEeNaTh MPEICKa3aHMUSI.
B pamkax maHHOW CTaThbW pacCMaTpUBAIOTCS Pa3IUYHbIE apXUTEKTYPbl HEHPOHHBIX
CeTel, HaYMHas C MOJHOCBSI3HBIX MOJIEJICH U IEPEXO/s K CETSIM, CITIOCOOHBIM padoTaTh

C IMOCJICA0OBATCIbHBIMHU JaHHBIMU,

[Monnoceszubie Heitpornbie cetu (Fully Connected Neural Networks, FCNN),
TaKe Ha3blBaeMble MHOTOCIOWHBIMU TnepiienTponamu (MLP), npeacraBnsior codoi
KJIACC HEUPOCETEBBIX MOJIEIIEN, B KOTOPBIX KaXbI HEUPOH OJTHOTO CJI0S1 COETUHEH CO
BCEMH HEMpoHaMM clienywouero ciuos [6; 7]. Takas apXutekTypa MO3BOJSET
3¢ ()EeKTUBHO MOAEIUPOBATH CJIOXKHBIE 3aBUCUMOCTH MEX]y NMpPHU3HAKAMHU BXOJIHBIX

JAaHHBIX W BbIAABATh HA BLIXOJC IIPOTHO3HLIC 3HAUCHMN.

B xonTekcte 00pabOTKM TEKCTOB MOJHOCBSI3HBIE CETH OOBIYHO MPUMEHSIFOTCS
MOCJIE TOTO, KAaK TEKCT OBbUT MPEACTaBJICH B YHCIOBOM BHJIE, HalpUMEp C
UCII0JIb30BaHHEM ONe-hot KOaUpOBaHMS WM IUIOTHBIX BEKTOPHBIX IMPEACTABICHHM
cioB (embeddings) [8; 9]. Kaxnaplii BXogHOW HEHPOH CETH COOTBETCTBYET
onpenenEéHHON XapaKTePUCTHKE TEeKCTa — OyIb TO KOHKPETHOE CIIOBO, YacTOTa €ro

BCTPCHACMOCTH HUJIM KOMIIOHCHT BCKTOPHOI'O IIPEACTABIICHMA.

['maBHBIM TIPEUMYIIIECTBOM TOJTHOCBSI3HBIX CETEH SBISIETCS WUX CIIOCOOHOCTH
anmpPOKCUMHUPOBATh TMPOU3BOJBHBIC (QYHKIIMH, YTO JAelaeT uX 3(PPEeKTHBHBIM
MHCTPYMEHTOM I 3aj1a4 Kiaccudukamuu u perpeccuu [10]. B 3amauax ceHTUMEHT-
ananu3za FCNN MoryT mpuMeHATbCs JUIsl MpeACKa3aHusl TOHAIBHOCTH TEKCTOB Ha

OCHOBE 3apaHee CGHOPMUPOBAHHBIX MPU3HAKOB, 4YTO JEJAeT WX YAOOHBIMU IS
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0a30BbBIX 9KCIICPUMCHTOB H CpPAaBHUTCIBHOI'O aHajJn3a C Ooyiee  CIOKHBIMU

apXUTEKTypamu.

OI[HaKO IMOJIHOCBA3HBIC CCTU PACCMATPHUBAIOT BXOJHBLIC AAHHBIC KakK Ha60p
HC3aBUCUMBIX IIPHU3HAKOB H HC YYHUTBHIBAIOT IMOCJICOAOBATCIIBHOCTL CJIOB B TCKCTC.
KEDKI[OC CJIOBO HJIM TOKCH BOCIPUHUMACTCA NU30JIMPOBAHHO, 0e3 KOHTEKCTa COCCAHUX
CJIOB, 9YTO CYIICCTBCHHO OI'PAaHUYHNBACT BO3MOKHOCTHU FCNN IMPpHU aHAJIU3C CIIOKHBIX

TCKCTOB U HpCI[J'IO}KeHI/Iﬁ C CMHTAKCUYECKOM M CEMAaHTHYECKOM 3aBHUCHUMOCTBIO [11,

12].

Takum 00pa3oM, MOTHOCBSI3HBICE HEHUPOHHBIE CETHU MPEICTABISIOT COOOM
0a30ByI0 apXUTEKTYpy I aHaln3a TEKCTOB, YIOOHYIO IS JKCIIEPUMEHTOB C
BEKTOPWU30BAaHHBIMH JAaHHBIMH, HO WMEIONIYI0 OTrpaHWYEHUs Tpu 00paboTKe
nocjeaoBaTeIbHON nH(pOpMau. DT OrpaHUYEHUST 000CHOBBIBAIOT HEOOXOMMOCTh
nepexoqa K MOJCISIM, CITOCOOHBIM YYHUTBIBaTh IOPSJAOK CJIOB M KOHTEKCT — B

YaCTHOCTH, K PEKYPPEHTHBIM HEUPOHHBIM CETSIM.
PaccMoTpuM orpaHuueHust, BOSHUKAOIIKE MPU pabOTE C TEKCTaMU:

[TonHOCBSA3HBIE HEUPOHHBIE CETH, HECMOTPS HAa CBOIO YHUBEPCAIBHOCTD,
00JIaJIat0T PsIZIOM OrpaHUYEHUN MpU pabdOTe C TEKCTOBBIMH JaHHBIMU. OCHOBHas
mpoOjemMa 3aKIrYaeTcss B TOM, YTO TaKHE CETH PaccMaTpHUBAIOT TEKCT Kak Habop
HE3aBUCUMBIX TPU3HAKOB, WUTHOPUPYS TOPSAOK CJIOB U BHYTPEHHHE 3aBUCUMOCTH

Mexy HumH [6; 11].

JUid 3ama4 CEeHTHMEHT-aHalu3a A3TO SIBISETCS KPUTHUYECKUM HEAO0CTaTKOM,
IIOCKOJIBKY CMBICII IPEMJIOKEHHSI M 3MOLMOHAIbHAs OKPAcCKa 4YacTO 3aBUCAT OT
nocieaoBareabHocTy ciloB. Hanpumep, npennoxxenuss «PuiabM HE MOHPABUICS» U
«DPuiabM TOHPABUICS HE ...» COJAEPXKAT CXOXHHA HAOOp JEKCeM, HO HUMEIOT
IMPOTUBOMNOJIOKHOE 3HAUYEHUE, YTO TOJHOCBS3HAS CETh HE CIOCOOHA KOPPEKTHO

Pa3IMYUTh NPU CTAHIAPTHOW BEKTOPU3ALMH.
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JlpyruMm OrpaHMYeHHEM SBIISETCS BBICOKAs Pa3MEPHOCTh BXOJHBIX JAHHBIX.
[lpu wucnonp3oBaHuu ONe-hot xomupoBaHwWsT KaKaas yHHUKabHas JIEKCeMa
NpeACTaBIsieTcs OTACNbHOW pPa3MEpPHOCTHIO, YTO MPHUBOAUT K (POPMHPOBAHHUIO
pa3peKeHHBIX BEKTOPOB U PE3KOMY POCTY YHCIIa TAPaMETPOB CETU. DTO YBEINYUBACT
TpeOoBaHUS K 00bEMY 00YHAIOIINUX JAHHBIX U BBIUMCIUTEIBHBIM peCcypcaM, a TaKxKe

MOBBILIAET PUCK NIepeodyueHust moaenu [8; 13].

Kpome Toro, FCNN He o0061amaroT MeXaHU3MOM TMaMiITH O MPEIbIIYIINX
BXOJHBIX JaHHBIX. Kaxkmoe ciaoBo oOpabaTbiBaeTCs HM30JMPOBAHHO, YTO JI€TACT
HEBO3MOJKHBIM MOJICIIMPOBAHNE JIOJTOCPOYHBIX 3aBUCHUMOCTEH BHYTPH TeKcTa. B
HAy4YHOW JIUTEepaType NOMYEPKUBACTCS, YTO IS aHaIW3a CIOXHBIX TEKCTOB
HEO0OXOMMBI APXUTEKTYPHI, CIIOCOOHBIE YIUTHIBATH KOHTEKCT U MOCJIEI0BATEILHOCTD,

TaKHe KaK PeKyppPEeHTHBIC HeHPOHHBIC ceTH U X Moaudukanun — LSTM u GRU [14;

15].

Taxxe cieyeT yYuThIBaTh YyBCTBUTEIbHOCTh MOJHOCBSI3HBIX CETEH K IIyMy U
penkum cinoBaM. [losiBIE€HHME HEM3BECTHBIX WM PENKO BCTPEYAIOIIMXCS TOKEHOB
MOKET CYLIECTBEHHO CHIKaTh KadecTBO mpenckasanuii, mockoiabky FCNN He
o0jamaloT MexaHu3MamMHu OOO0OIIEHUS HOBBIX CJIOBOGOpM 0O€3 JOMOITHUTEIHHOU

obpabotkwu [12].

Takum 00pa3oM, OTpaHMYECHHS TOJHOCBA3HBIX HeHWpoceTel Mpu paboTe ¢

TEKCTaMU BKJIIOYAOT:
HUrnopupoBaHue nopsika cIoB U KOHTEKCTA.

Bricokass pa3MepHOCTh BXOJIHOTO MPOCTPAHCTBA MPHU  HMCIOJIb30BAHUU

Pa3pEIKEHHBIX MPEACTABICHUN.

OTCYTCTBI/IG naMATH O MPEAbLIAYIIUX BXOAdX, 4YTO MCIIACT MOACIMPOBAHUIO

AO0JITOCPOYHBIX 3aBUCHUMOCTECH.
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qYBCTBI/ITeJ'IBHOCTB K PCAKHM U HCU3BCCTHBIM CJIOBAM.

Takum  oOpa3oMm,  BBIIICTIPUBEACHHBIE  OrPAHUYCHHUS  MOTHUBUPYIOT
UCCIIEeN0BaTeNIeH UCIIONIb30BAaTh aAPXUTEKTYPBI, CIIOCOOHBIE YYHUTHIBATH
[IOCJIEOBATEIBHOCTh U KOHTEKCT CJIOB, YTO CTAHOBUTCS MPEAMETOM ITOCIIEIAYIOLIErO

U3YUYEHUs] PEKYPPEHTHBIX U TPaHC(HOPMEPHBIX MOJICIICH.
[lepeiiném K MOAEISAM, YUUTHIBAIOIIUM MOCIEI0BATEIBHOCTD.

OrpaHnyeHus: TMOJHOCBSI3HBIX HEHPOHHBIX CEeTed B 00pabOTKE TEKCTOB,
PAacCMOTpPEHHbIE B TPEAbIAYIIEM pas3fesie, CTUMYJIMPOBAIU PAa3BUTHUE APXUTEKTYD,
CHIOCOOHBIX YYMTBHIBATH IMOPSAOK CIOB M MX B3aMMO3aBUCHMOCTH. B oTiiume ot
FCNN, Takue Mojenn aHAIM3UPYIOT TEKCT KaK MOCIEI0BATEIbHOCTh AJIEMEHTOB, T/Ie
Ka)KJI0€ CJIOBO BIIMSET HA MOCHEAYIOIINE, a CETh «IIOMHHUT» KOHTEKCT MpPeIbLAYLIUX

CJIOB.

Pexyppentnsie Heiiponnsie cetd (RNN) cranm nmepBeiM KilaccoM Mojenen,
AKTUBHO MCMOJIb3YIOIIMX KOHIIETIIUIO YUETA MOCIIEI0BaTEIbHOCTH JaHHBIX. OCHOBHAS
uaes RNN 3akimrouaeTcst B TOM, YTO Ha KaXKJI0M BPEMEHHOM Il1are CETh MPUHUMAET Ha
BXOJI TEKYLIEE CIIOBO (MJIM €ro BEKTOPHOE IMPEJCTABICHUE) U CKPBITOE COCTOSIHUE,
KOTOpOE arperupyer MHPOpMaluio 0 IpeabIAyIuX cioBax. Takum o0pa3oM, MOJIENb

MOXET YUYHUTHIBATh MOPSIIOK CIOB U MEPEAaBaTh KOHTEKCT BIOJIb BCEW LenoukH [14;

15].

[lepexonq oT moNHOCBSI3HBIX HelpoHHBIX ceter kK RNN u  apyrum
MOCJIEIOBATEILHOCTHBIM ~ MOJEJISIM ~ OOYCJIOBJIEH  HEOOXOJAMMOCTBIO  PEICHUs

HCCKOJIbPKHX KJIFOYEBBIX 3aaa4:

Paccmotpum MOJIEJIUPOBAHUE JIOJITCOCPOYHBIX 3aBUCUMOCTEM.
B Tekcre 3HaUeHUE CIOB MOMKET 3aBUCETh OT OTHAAIEHHBIX JIEMEHTOB MPEII0KEHUS

win ab3ana. [locnenoBaTenbHble MOJETH CIOCOOHBI COXPAHATH WHGOPMAILUIO O

OHeBHUK Haykn | www.dnevniknauki.ru | CMW 3/1 Ne dC 77-68405 ISSN 2541-8327




2026
Nel
SJIEKTPOHHbIN HAYUHBIM )XYPHAJI « THEBHUK HAYKH»

MNpeAbLAYIIUX CJI0BAX U UCII0Jb30BAaTh e AT ITPEACKa3aHus BMOHHOHaHBHOﬁ OKpPaCKH

401041 06IHCFO CMBICJIa TCKCTA.

[lepenném K PacCMOTPEHUIO KOHTEKCTyaau3aluu CJIOB.
B otnuuune ot one-hot koxupoBaHus, TAe KaxkI0€ CIOBO UMeeT (HUKCHPOBAHHBIN H
HE3aBHCUMbBIA BEKTOP, PEKYyPPEHTHBIC CETH HCIOJB3YIOT IUIOTHBIE BEKTOPHBIC
npeacrasnenus(embedding) u ckpbIThie COCTOSHUS IS (OPMUPOBAHUS KOHTEKCTHO-

3aBHCUMBIX BCKTOPOB CJIOB, YTO CYHICCTBCHHO ITOBBIIACT TOYHOCTL aHAIM3a TCKCTA

[9; 16].

OOcyauM  BONPOC  CHIJKEHHMSI  3aBUCMMOCTHM  OT  pa3Mepa  ClIoBaps.
B 1OJHOCBA3HBIX CETSIX peIKHe W HOBBIE CJIOBa CIIOKHO 00padarbiBaTh 0€3
pacmpenus cioBapsa. [locrmemoBaTenbHbIE MOJENH, HWCHOJIB3YIOMUE TUIOTHBIHN
BekTOpHBIH cioii(embedding) u oOydenre Ha cyOCIOBHBIX equHuIax (Subword units),
no3BoJIsItOT ~ Oojiee  3(pdexkTBHO pabOTaTh € HEU3BECTHBIMU TOKEHAMH U

MOP(OJIOTUUECKUMU BapHalusiMu cios [17].

B paGote mpoBenéH BBIUUCIUTENBHBIA SKCHEPUMEHT Ha BbIOOpKE 50 ThICSY
CJIOB, KJIACCHYECKOM jaracere oT3biBOB Ha ¢uibMbl ¢ IMDB, B kotopom Obuin

3aJIeliCTBOBaHBI paccMoTpeHHble apxutekTyphl: dense, RNN, LSTM, GRU.

ComocTaBuM pe3yJIbTaThl PaOOTHI BBHIINIEHA3BAHHBIX APXUTEKTYP MO METPUKAM

TOYHOCTH, MpuBeAEHHBIM B Tabmurie 1, a Takke Ha Puc.1-4:

Tabnuua 1: MeTpuku KauecTBa 00y4eHUsI apXUTEKTYP HEHPOHHBIX CETEH.

Precision Recall F1-mepa AUC
Dense 0.50 0.50 0.50 0.50
SimpleRNN 0.5589 0.5392 0.5489 0.589
LSTM 0.827 0.861 0.8436 0.890
GRU 0.8618 0.8245 0.8427 0.927
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apxutekrypa Dense mnpakTtuyeckn He

CHPAaBIISIETCS C ONPEIEICHUEM MOCIEA0BATEIBLHOCTH CIIOB B TekcTe, F1-mepa = 0.50, a

TaKXke MPUOIIKAIOIAsACS K AuaroHainu ciydaiHoro kiaccudukaropa ROC-kpuBas

(cm. puc. 1) CBUACTENBLCTBYET O TOM, YTO MOJIEITh 3aITIOMHUHAET BRIOOPKY M HE CITOCOOHA

pasindyatb MHOOPSAAOK CJIOB, 4YTO ACJIacT e HGHpHI‘OI{HOﬁ A1 pCIICHUA 3aJad

CCHTUMCHT-aHaJIn3a.
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HemHorum sydmne METPUKHA KadecTBa JIEMOHCTPUPYET apXUTEKTypa
SimpleRNN. Cyns mo merpukam Precision u Recall monens maxomut Bcero 55
MPOIICHTOB BEPHBIX OTBETOB M HE OIIMOAETCS B MX HAXOXKICHUU B 53 MpOIEHTaX
cimydaeB. Cma0bie mokazatenu aemoHcTpupyer U ROC-kpuBas (Puc.2), HebombIoi
U3rud KOTOpOoil coobImaer o ciabol COCOOHOCTH MOJENH pas3iuyarh Kiacchl. B
COBOKYITHOCTH, BCE 3TO COOOLIaeT 00 OrpaHUYCHHBIX BO3MOXKHOCTSX MOJEIH K
aHaM3y KOHTEKCTa YNOTpPeOJCHHs CIIOB, 3TO JENaeT MOJEIbh BCE eme ciabo

HpHFOI[HOﬁ JJI1 CCHTUMCHT-aHaIn3a.

['opazno Goisiee Boicokue meTpuku gemoHctpupytor LSTM u GRU, Fl-mepa
koTopbix coctaisieT 0.8436 u 0.8427, 3T0 TOBOPHUT O IOBOJIBHO BHICOKOM IMPOIICHTE
HAXOXKJIEHUS MOJIOKUTEIHHBIX OTBETOB U TOYHOCTh B 3TOM Borpoce. CUITbHBIN U3TrH0
ROC-kpuBbix (Puc.3 u Puc.4) wu Beicokuit mapamerp AUC cooO1mraeT o BBICOKOM
CIIOCOOHOCTH MOJENN K KJacCU(UKAITUH, a 3HAYUT U ONPEACIICHUIO0 KOHTEKCTa CJIOB.
JlaHHBIE MOJENW SIBJIAIOTCS HamOoJee MPEANOYTUTEIBHBIMU TPH  BBIOOpE

APXUTEKTYPHI 11 CCHTUMEHT-aHAJIN3a.

Takum 00pazom, mepexo] K MOACISIM, YYUTHIBAIOIINM TOCIEI0BATEIBHOCTD,
SIBJISICTCS] KJTFOUEBBIM ITAlOM B 3BOJIIOIIMH HEHPOCETEBBIX METOJIOB aHATN3a TEKCTOB.
OH 1o3BoJISIET TIeperTH OT 00PabOTKHM TEKCTa KaKk Habopa HE3aBUCHUMBIX MTPU3HAKOB K
00paboTKe TeKCTa KaKk CTPYKTYPUPOBAHHOW MH(POPMAIIUU, T/I€ MOPSAIOK U KOHTEKCT
CJIOB WTPAIOT PEIIAIONIYI0 POJb. DTO, B CBOIO OYEpeb, 3HAUYUTEIHHO MOBBIIIACT

Ka4yeCTBO 3a/1a4 CEHTUMEHT-aHAJIN3a, MAIIMHHOTO MEPEBOIA U APYTUX MPUIIOKEHUN

NLP.
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